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ABSTRACT

The present paper describes the experience gained

(knowhow) while implementing a BtroLAN network.
Such a networlconstitutes the core infrastructue a
complete system thatippors all communicatiorservices
towards a main control center. During the whole
implementation, which was carried out by CODENSA
(the Colombian capitatity powekdistribution company)

in 2012, various important challenges had to be faced
when designing an Hwise network to carry tele
protection services associated to elecpimwer
transmission lines.The ultimate challenge was to
complete a design that guarantees both the desired
reliability and the required availability so as to obtain
proper operation of telprotection services within

C ODE NS A 6-goweh sygtdm, which consists of 65
power substations. This paper describes the challenges
and corresponding solutions that led to the flifent of
current regulationsand also to costeduction benefits.
The flexbility that was achieved allows using-ipetro

lan networks to support critical electrpower
infrastructure communications. The final part of this
paper gathers a set of recommendations so that other
companies (Codengzeers, for instangecan benefitfom

the expeence gained, facilitating their own
communicatiorsystem optimization while keeping up
with high-performance, higlreliability communication
standards among power sighations, particularly
interms of critical services such as tgetection

INTRODUCTION

In recent years, CODENSA (a company in charge of
electric power distribution in Bogot@olombia, with up

to 3 million customers) has carried out a project called
metrd_.AN. In completion of such a project various
communicatiorservices migrated from SDH networks to
full-IP  deployments. This required updating
communications equipment as well as laying 65 km of
opticakfiber lines (in addition to the existing 550 km) so
as to properly connect 65 higloltage substations to a
control center.
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Figure 1. MetrdcAN Communication network impmented using
opticatf i ber l'inks between the power
power control center.

The project also involved migration processes of services
such as teleontrol, remote equipment management and
the electronic security service for poveabstations.

However, teleprotection services represent an important
challenge  since  reliable  teprotectionservice
transmissions via IP networks still need improvenjght
Some of the drawbacks include the need to meet
requirements according to stlrd IEC 60834,
especially in terms of performance, namely:

1 Dependability: the ability to deliver a tele
protection i nformation
despite channel degradation

T Security: t he
tele-protection infemation
channel degradation

resulting from

This paper summarizes a set of results obtained by
CODENSA while making use of metthernet
networks for the transmission of tgheotection services.
The paper also discusses the experience gained during
such practices. The results presented attempixpdain

the nature of technical obstacles that are still to be
overcome together with various alternative solutions (e.g.
the use of passive optical devices, which allowed making
up for some of the weaknesses of Mdtem networks
when carrying the data sociated with telgrotection
links).
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The main problems encountered (and properly identified)
when using metro networks to provide tpi®tection
serviceq2] are as follows:

1 Latency: Maximum delay intervals for the
transmission of teltrigger dataover a tele
protection link between two ends must not
exceed 16 ms for 60Hz grids. Therefore, the
addition of packet delays, routing delays, and
buffer-jitter delays must be less than the
specified figure (16 ms) plus the time margin of
tele-protection eqgipment.

9 Jitter: Under normal operation, this condition
results from equipment construction itself and
can be regarded as negligible. Jitter becomes
noticeable when unusual conditions occur, such
as communicationsetwork congestion. In these
particubr cases it is necessary to resort to QoS
(Quality of Service) functionalities.

1 Network architecture: response time for main
ring nodes in old SDH networks is about 50ms,
and the new Metr&thernet networks keep up to
such standards. However, on @sg§ points,
convergence times might result in lower
performance, which must be validated prior to
actual implementation on tefgotection
networks. This should be analyzed thoroughly
under testing conditions such as intermediate
equipment failure.

1 Synchronization: Because equipment precision
is crucial, timestamps are important, thus the use
of protocol PTP is highly recommended.

1 Protocols: It is suggested that standard IEC
61850 be followed together with a lay2r
network, allowing teleprotection information
exchange. However, other protocols (such as
Mirrorbit) can be successfully implemented.

CHALLENGE S ASSOCIATED TO TELE-
PROTECTION-SERVICE IMPLEMENATIO N
VIA IP-METROLAN NETWORKS

Implementation of the mettdN network implied a
migration  process, for all existing network
communication services that used to be Shaded,
towards IP-based technology During the project,
migration of the whole range of services was performed
with some difficulty but care was taken so as not td p
the projectbds schedul e at
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Codensa Proposed Architecture
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Figure 2. Architecturesummary MetrdL AN network implementedy
CODENSA

However, in the first stages associated to-petdection
servicemigration design, it was soatlear that varias
requirements not included n the IP standard behavior,
were to be metA first step towards overcoming this
situation was to revisexisting literature on thsubject
which revealed a set of technical issues such as the
unsuccessful timing and poor reliability caused by the
probabiistic behavior of such networks and the impact of
atypical traffic patterns on the overall performafile In
order to solve this situation, it was first decided that high
powerline critical links be identified, that is, it was
necessary to identify tise highpower lines whos¢ele-
protection services could not be properly provided due to
their requirements in terms of trigger timing or function
type Busbar differentialprotection, impeding a reliable
migration process. For this reasahe communication
network design intended foproviding tele-protection
services was establishad shown in Figur8.

Thus it was possible to avoid failure riskss@sated to
communication equipment as well as avoiding cascade
effectsresulting from ommunicatiornetwork failure

Figure 3.Teleprotection network implemented by Codensa for high
power critical lines.

Using this communication architecture, Codensa
implemented 33 links intended for tgbeotection whose
purpose was to protect higiower lines.This required a
65-Km opticakfiber lay in addition to theexisting 550
kilometersof opticalfiber lines.
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In order to validate the necessary requirements and
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