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ABSTRACT  

Considering the limitation of traditional feature 

extracting only the algebraic features of samples to the 

neglect of the practical significance of the original 

problem, a short-term load forecasting model based on 

the relevance vector machine (RVM) is proposed. By 

using the nonnegative matrix factorization (NMF) 

algorithm, the dimension of input variables is reduced, a 

short-term load forecasting model based on the RVM is 

proposed. The input data is decomposed by using the 

NMF algorithm, where the nonnegative lower-dimension 

mapping matrix derived is taken as the input of RVM for 

training and predicting. Due to the nonnegative property 

of the lower-dimension matrix, it retains the practical 

significance of the original problem while eliminating the 

redundant data and reducing dimensions. Simulation 

results show that the dimensions of the input variables 

can be effectively reduced and the predicting accuracy 

can be greatly improved. 

  Index TermsðShort-term load forecasting, 

Nonnegative matrix factorization (NMF), Relevance 

vector machine (RVM) 

1.  INTRODUCTION  

Due to the natural factors such as weather conditions, 

economic activities and the impact of human factors, 

changes in short-term load are usually seen as a random 

process
[1]

. In recent years, artificial neural network, 

support vector machine and other nonlinear predicting 

models have been used to fit the load curve, which have 

achieved a good forecasting performance
[2,3]

. However, 

when the input factors are excessive, it will make the 

predicting model complex and the training efficiency low. 

Therefore, choosing reasonable predicting model is one 

of the key issues to improve the predicting accuracy.  

In [4], the predicting model is built based on constructing 

a linear combination of the original variables by principal 

component analysis (PCA) method, which can extract the 

main components from the original data set and reduce 

the dimensions so that the problem was simplified. In [5], 

noise reduction filtering algorithm based on singular 

value decomposition was used to eliminate noise and 

extract the main features. In fact, the aforementioned 

methods can merely analyze sample matrix from the 

algebraic point of view, thus the decomposition results 

will bring negative values. Non-negative matrix 

factorization (NMF) algorithm is a new matrix 

decomposition algorithm proposed by Lee and Seung in 

1999
[6]

, compared with other feature extraction algorithms, 

the decomposition of this algorithm is non-negative and 

has the advantages of simplicity realization, interpretable 

decomposition form and decomposition result,  etc.  

On the other hand, relevance vector machine (RVM) is a 

probability learning method based on Bayesian theory
[7]

. 

In [8], empirical mode was used to divide load into 

several components, then using RVM to establish 

predicting model for each component, as a result, the 

predicting effect has been improved obviously. 

Based on the above discussions, this paper uses the NMF 

algorithm and extracts the main features of the input 

variables, then the non-negative matrix with lower 

dimensions is derived and is taken as the input of RVM, 

thus it can improve the predicting accuracy.  

2.  METHOD OLOGY  

2.1 Non-negative matrix factorization  

Non-negative matrix factorization can be described as 

follows
[9,10]

: For a given nonnegative dataset expressed by 

mnV ³ , it can be decomposed as the product of two 

nonnegative matrices: 
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where the r columns of W are called NMF bases and the 

columns of H  are its combining coefficients. The 

dimensions of W  is rn³  and H  is mr³ . In order to 




