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ABSTRACT

The paper presents the results of the MONITOR Bijept
with special focus into faults detection and thedation in

the low voltage (LV) grid and in public lightingdders.
The fault detection and location algorithms runtfie
Distribution Transformer Controller (DTC) deployéu
secondary substation who receive data from monujori
sensors deployed along the LV grid that communicite
RF-mesh. The pilot demonstration of the system was
implemented over a selected LV network in Portugal
generating results that are also discussed inaherp

INTRODUCTION

Project MONITOR BT (started in June 2013 and
concluded in June 2015) was an R&D project grabted
the Portuguese Strategic Reference Frameworknédat
researching innovative technologies to increase the
monitoring and control of the LV level in distrilian grids.
Advanced voltage control mechanisms were developed
within the project [1]. In this paper, we focusdrhe final
results of the project concerning detection andtioo of
faults in the LV grid, as well as detection andaltien of
faulty light bulbs in public lighting (PL) feeders.

The monitoring of the LV grid is done by sensorkjch
communicate via an RF-mesh wireless sensor netwhek.
sensors are deployed in strategic points of thgtid, like
secondary substations (SS) and along their respecti
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which receive requests and report their data t®he via

the Wireless Mesh Gateway (WMG). The latter is
connected to the DTC by Ethernet and to the WMNarby
RF-Mesh interface. The RF-Mesh is implemented with
XBee-Pro®868 radio adaptor modules [2], which
implement the IEEE 802.15.4 standard. The radioulesd
operate in the Short Range Device 868 MHz frequency
band. The maximum transmit power is 315 mW (25dBm)
and the receiver sensitivity is -112 dBm. It sugperraw
RF data rate of 24 kbit/s. This results into 2.4t/kbof
usable data rate due to the mandatory duty cycl®.
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Figure 1: Protocol architecture of Monitor BT.

The IoT protocol stack operates above RF-Mesh. IPv6
implements the network layer, spanning end-to-end,
between the WSNs and the DTC. Inside the WSN, IPv6
headers represent too much overhead, given theatata
constraints. The 6LoWPAN adaptation layer compiesse
the IPv6 headers, taking advantage of fixed fillathies

feeders. The sensor measurements, e.g., current andand of information available at the MAC layer. TIRY6

voltage, are communicated to the secondary substati
controller, also known as DTC, which runs the appede
algorithms to detect LV grid faults and localizerth This
information can be seen locally in the SS via tHe€R5 Ul
and also remotely, as the DTC information is trétisthto
the SCADA/DMS and Outage Management System of the
Distribution System Operator (DSO). Another mechani
based on the same principles is also implementddtert
faulty light bulbs in PL feeders. The complete sgstvas
demonstrated life in the LV grid of EDP Distribuicia the
region of Batalha, Portugal.

COMMUNICATION ARCHITECTURE

The MONITOR BT communication architecture supports
end-to-end DLMS communication between the DTC and
sensor nodes, by means of an Internet of Things) (lo
protocol stack (Figure 1). Sensorization of the gnd is
based on an RF-Mesh Wireless Sensor Network (WSN).
The WSN comprises Wireless Mesh Nodes (WMNSs),
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Routing Protocol for Low-Power and Lossy Networks
(RPL) is the mesh routing protocol used insideViHéN.

The WMG is divided into two parts: Proxy module d¥el
Mesh module. The RF-Mesh module is also based on an
XBee-Pro®868 radio adaptor, while the Proxy board i
based on an Atheros AR9331 System on Chip. The two
parts communicate through a serial interface, Bithial

Line Internet Protocol (SLIP) encapsulation.

DTC AND SENSORS

The DTC is a controller for distribution networkisat
integrates both MV and LV network control and
monitoring. The overall system architecture (segifé 2)
matches transversal smart grid requirements aspies
with distributed monitoring and control, by incladiopen
communication protocols deployed over proven wigle
(RF Mesh) and powerline carrier technologies (PL@e&)
[4]. This architecture supports communications (D&M
protocol over RF Mesh) between master units ant the
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sensor devices, enabling fault detection and lonati the
LV grid and in public lighting feeders.
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Figure 2: Overall architecture of the Monitor BT].[3

According to the architecture of the WMNs (shown in
Figure 3), the main modules of the WSN are:

» LV Sensing which measure the voltage and current of
the 3 phases (L1, L2, L3) of the LV feeder;

» PL Sensing which measure the voltage and curfent o
the Public Light feeder;

e Voltage/Current Fault Detector which detects the
voltage and current faults of the LV and PL feeder;

* RF Mesh Module, which contains the control
processor with very low consumption, the 868 MHz
radio module and runs the Contiki operating system.

e AC/DC power module.

Antenna
RS485/

Modbus
B RF Mesh
—
Sensing . LV Ac/ Module
Sensing Module DC
Module TT

I
T T
I T
é C + Voltage/Current
L1 oF Fault Detectors
L2
L3 N

Figure 3: Wireless Mesh Node architecture.
Low power consumption and energy storage are neiaded
these components as they are required to trankEmitgto
the DTC up to 20 seconds after they lose power.
FAULT DETECTION AND LOCATION
ALGORITHMS

Fault detection and location in the LV grid is Istiery
depending on customers’ calls. Distributed sensalls
enable automatic fault detection and location, send
alarm notifications once a fault is impending oteaed.
This will greatly optimize the operation of the mi@inance
crews, significantly reducing recovery times.

An example of a LV Grid is shown in Figures 4 andt5
consists of the SS, a Feeder and Electric Disiohut
Cabinets (EDCs). By installing electronic sensarshie
EDCs, a Segment is defined as the connection bataee
feeder and Node (LV Grid Point where a Sensor is
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installed), between two Nodes or between a Nodeaand
Grid Dead End.

Note that Node 1 is inside the SS, so it is sedreasy the
feeder. Each sensor node is able to monitor thhesgs,
measuring the following quantities: voltage, cutrpower
factor and temperature.

The sensor nodes are able to report their measnteme
remotely to the DTC, which is located at the SS and
concentrates the data received from the feedeid&sthe
periodic poll of quantity measurements, the sensaes
are able to asynchronously detect fault currerdsoaage
events, which are also reported to the DTC by meéns
alarm messages. The algorithm running on the DHi&hw
has access to the LV Grid data (static topology raadi
time data from sensors), may produce automatict faul
detection and location information, featuring thé Grid
with the ability of proactively inform the upper rieal
systems of one or more faults. In the presentdutacture,
the DTC is thus the “decision maker” and the Sessor
scattered across the Grid, are the data providetsozal
alarm validators.

Fault Detection and Fault Location are two différen
algorithms, with the first being the second’s tegg

Fault Detection Algorithm

The Fault Detection State Machine is initially étd State,
waiting for an Event input or the finish of the reeeements
polling. When one of the inputs is present, theepss will
then treat the new data, decoding it, in four bagies of
data:

e Fault Event — Event reported by a sensor, indigatin
the detection of a very high current (fault curjant
the segment; when this event happens, usuallylit wi
be followed by a low voltage alarm, indicating the
fusion of the protection fuse;

« Power Loss Event — Event indicating the loss ofgrow
in the segment;

« Quality Event — When voltage or current measured by
a sensor exceeds the pre-configured thresholdslimit
the sensor will send an event;

» Electrical Measures Poll — Periodically, the DT wi
request by polling the electrical measurements
(voltage, current, active power, etc.).

When an event is received (independently of thehatkt
used), a confirmation timer is started. If the timmeouts
and the event still exists, then it is consider&danfirmed
Event Detection”. The timer must consider the nekwo
communication delay, so all sensors have time ponte
their alarm status.

Fault L ocation Algorithm

The Fault Location algorithm is initially waitingoif a
“Confirmed Fault Detection” event. When this evént
triggered, the DTC must start the Fault Locaticussce.
The following examples show how to perform the tawa
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Figure 4: Fault in a typical segment

Node 3

In this example, a fault occurred in Segment 3deatdcted
by Sensors 1, 2 and 3. Once the fault is “Confirmtek

algorithm leaves its idle state and starts itsineui he first
step of the algorithm is to jump between sensdastisg

from the first until it finds the most distant fauhode (3).
Then it must check the following nodes and, ifétatts
that no fault was signaled by them, the algoritiomatudes
that the fault is in the segment that connectstit e no
fault node(s). In this case, Node 4 has no fad#ated and
so the faulty segment is S3 (Figure 4).
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Figure 5: Fault in a Dead End segment
In the example of Figure 5, a fault has happened in
Segment 5 and was detected by all wireless serfSace
the Fault is “Confirmed”, the algorithm leavesiitke state
and starts analysing. The algorithm polls the senso
starting from the first until find the most distdatlty node
(5). Then it checks the following nodes and if aalt was
detected by them, the algorithm concludes thatabk is
in the segment that connects it with the no faodte(s). In
this case there are no more sensors after Nodee&d(D
End) and so the algorithm concludes that the fagiynent
is 5.

DETECTION OF FAULTY BULBSIN PUBLIC
LIGHTING

Currently, there are no means to detect PublictL(Bh)
bulbs failure and this detection is made by human
observation or customer complaints. Providing the P
circuits with sensoring capability, it is possibdeenable an
automation process and greatly minimize the PLudirc
fault detection and also to reduce maintenancescosie
detection of faulty bulbs algorithm has as inptis PL
sensors topology and the real time data from tkessors.
The typical PL feeder presents a linear topologih the
several luminaries connected in parallel alonditiee To
detect if one or more luminary are faulty or fuseethethod

is used to compare the real time measured cunsdthta
reference current measure acquired with all lunidsar
working well. If IL is the current of an individual luminary,
the total current of the segment, assuming thabulls
have equal power, should he + k * IL, where k is the
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number of luminaries connected in the sensor ndds.
method presents high accuracy since PL circuits are
equipped with electronic ballast, keeping bulbs'rent
constant and independent of voltage variations.

In order to achieve an accurate fault detectioa,Rhult
Detection and Location algorithm and correspondent
sensors are deployed along the public light netwsee
Figure 6). The segment defined by sensor nodessepts
groups of one or more public light bulbs.

Is2

ThE @

Figure 6: PL circuit with sensors

The segment current calculation is done by thefaig

expression, in which the real time current measimehe

sensor (i + 1) is subtracted to the previous (i).
Imgman:I I

i - Segment and node number

Sensori - sEnsori+ 1 ,

If the following condition is verified,
Iki Iseglnw;! { fy)— Imgmm! ()
Ik — current consumed by one bulb in the segmeatdircase); t — time;
t0 — initial time instant (with all bulbs workingeh)

then at least one bulb is fused, triggering thernala
condition.
The number of failed bulbs can be obtained by,

N = e (£5) —T s (£) )T

N — Number of failed bulbs

The DTC, following the previously explained methtmdyy,

can poll current real time measures from LV sensois
calculate the current each segment is consuming. A
variation from the reference current in that segmen
indicates the existence of one or more bulb faBibs.this
method to have accurate results, the measuress#amjui
must be time synchronized.

PILOT DEMONSTRATOR

The project was demonstrated in a real life sceriarihe
EDP Distribuicdo grid. Two SS where selected in the
Batalha region and one LV feeder and one PL ciwag
selected for each. The major difference betweentioe
feeders is that one has underground cables anctliee
overhead lines. Within each SS a DTC was deployed a
interconnected to the wireless sensors. The sersers
deployed in distribution cabinets (undergrounddjner in
poles (overhead lines), along the feeder and irthielSS.
Figure 7 illustrates the location for one of theders. The
sensor locations are indicated by the red circte®p of
the green line (feeder).
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" ! also be expected to rise due to hidden terminddlpros in
Secondary substation PTOLL, V & PL s I the multi-hop scenario. Overall, results showed tha
Street:Rua de Lira/ Estrada da Batalha, Golplheira A wireless sensor network performs as planned angegdro
Served Facilities: PV micro-generation at the end of the feeder .

that the technology is ready to support the target
applications. In Figure 8 it is possible to obsexgeenario

where both the public lighting and the LV feedecuits

Dot are being monitored in real-time. Through the athors
PT-Secondary Substation d Q. described previously, the DTC is able to autonoryous
{‘V’I;‘;'fw.tageg,id detect and locate eventual electrical faults they occur.
P~ PublicLigtinggrid On this example, a public lighting pole with 2 fddght

bulbs was detected and its location determinedo(skc
pole downstream of the SS).

Figure 7: Sensor Deployment in one SS and LV feeder

A set of functional tests were made to demonstifate
network access, the overall protocol interopergbili
between all the components of the demonstratortiaed
sensor data acquisition functionalities, namely:

» Access to individual sensors, polling instantaneous
values of voltage and current plus active, reacti
apparent powers;

» Set threshold values to define current and voltage
alarms of the phases of the different sensors; Figure 8: HMI of the DTC for monitoring purposes.

* Mesh routing, namely to show that the RF Mesh is
automatically reconfigured in case of node failare CONCLUSION

loss of power; . The MONITOR BT project is a step towards the redion

* Fault Alarm tests, to demonstrate the capabilties ot gmart Grids and the functionalities demonstratesia
the sensors to detect faults (high current, loviags) relevant subset of advanced features that allow D80
and send alarms through the mesh network; have a greater observability of LV networks. Thaltfa

* ‘LastGasp” tests to demonstrate the capabilifiéise detection and location in LV and PL feeders allhe t
sensors to send the Last Gasp message through thepgos 1o be proactive and reduce customer commianicat
mesh network in case it loses power. dependence, as well as allows DSOs to be moresgreci

The outcome of the functional tests was successha. when sending operational teams to the field. Theefis
network performance tests that were also done showe oquit in an increase of efficiency in LV network

good results. The obtained Round Trip Time (RTTJ an  management and in operational management teams.
throughput were respectively 274 ms (with 95% aaice

interval of 19 ms) and 2.1 kbit/s (with 95% confide ACKNOWLEDGMENTS
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was around 9%, measured at the upper interfaceeof t QREN through the “Monitorizagdo e controlo intehige
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though the maximum number of reported retries wis 1 Tecnologia (FCT) with reference UID/CEC/50021/2013.
each of the 9% lost packets. Regarding wireless

communication coverage, the tests revealed that all REFERENCES
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. . Regulation A h for LV Grids with PV Penetrafi
explained by the extended range provided by the\&88 C?SES,'Z%nls E%ﬁagram?é June 2312 " eneiration
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