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ABSTRACT 

This paper investigates a method of classifying domestic 
electricity load profiles through Self Organising Maps 
(SOMs).  Approximately four thousand customers are 
divided into groups based on their electricity demand 
patterns. Dwelling and occupant characteristics are 
then investigated for each group.  The results show that 
SOMs are an effective way of classifying customers into 
groups in terms of their electrical load profile and that 
certain dwelling and occupant characteristics are 
significant factors in determining which group they end 
up in. 

INTRODUCTION  

Electricity use in EU - 27 member states accounted for 
28.6% of final electricity consumption in 2008.  
However, despite improvements in appliance 
efficiencies, average electricity consumption for the 
sector still increased 1.8% compared to 2007, mainly 
due to higher incomes, smaller households, larger 
dwellings and increased ownership of electrical 
appliances [1].  But in order to have a true 
understanding as to the drivers of electricity 
consumption and the measures to reduce its use, it is 
important to have a detailed grasp as to how electricity 
is consumed in the home.   
 
Self Organising Maps (SOMs) is a technique used to 
segregate data that show similarities and order them into 
groups. They were originally conceived by Kohonen 
[2], a Finish mathematician who realised their potential 
for various applications such as speech recognition, 
image processing and robotics.  In the past, SOMs have 
also been applied to the electricity industry.  Rasanen et 
al. [3] applied SOMs to create comparison groups so 
that customers who exhibited similar building 
characteristics could compare electricity use against 
each other. Dominguez et al. [4] used SOMs to analyse 
electrical load data from a group of buildings as well as 
environmental and electricity tariff information in order 
to achieve economic and energy savings.  Sanchez et al. 
[5] classified domestic customers in terms of their 
electricity load profile.  Dent et al. [6] applied SOMs 
and C-means clustering in order to classify customers 
into nine different profile groups based on their 
electricity consumption patterns. 

METHODOLOGY  

The data set used in the analysis below was taken from 
a population of 345,645 households in Ireland.   The 
population was divided into six groups based on total 

annual household electricity consumption to ensure an 
even spread of electricity consuming customers.  An 
initial sample of 5,574 was drawn on a randomised 
basis across all profiles.  This was subsequently reduced 
to 5,375 households by targeting certain groups to 
improve representivity of dwelling and socio-economic 
variables within the sample size.  A final sample size of 
3,941 households, for a single day (Wednesday 1st July 
2009) was used in the analysis below once large outliers 
and non-continuous data were removed. 
 
SOMs apply a neural network process that uses 
unsupervised learning to divide a data set into different 
groups.  A rectangular or hexagonal lattice structure of 
nodes is usually used to segregate the data.  Figure 1 
presents a hexagonal structure with a 3x3 matrix from 
Matlab SOMs toolbox which was used in the analysis.  
The sample number of hits for each group is also shown 
in Figure 1 at the centre of each hexagonal. 
 

 
Figure 1: SOM groups and sample number of hits  
 
Each hexagonal node is defined by a weight vector 
which consists of 48 different dimensions, representing 
half hourly time intervals across a day.  The mapping 
process is started by initialising weight vectors with 
random values at each node.  As the network progresses 
each input vector is compared with the weights of each 
node and the node with the greatest similarity (called 
the Best Matching Unit) is assigned that particular 
vector.  The weights are then adjusted at the node based 
on the input vector.  The process is repeated until all 
input vectors have been categorised into groups. 
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whether an input vector belongs to a particular node or 
not, however, Euclidean distance is the most commonly 
used and is applied in the following analysis.  The 
distance is calculated at each node by Equation 1 below, 
where dst is the Euclidean distance between the input 
vector xs and the node centre vector yt.   
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