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ABSTRACT

The number of grigonnected microgrids is expected to
significantly increase in the next years as they proved to
be a key solution for locally managing distributed
generation. However, these are commonly designed to
pursue the selprofit, based on the ternal production
costs and on the grid energy prices, without considering
the overall system need# distributed optimization
algorithm is proposedsuch that the single microgrids
cooperate as part of a unique aggregation in order to
provide ancillary sevices to the external grid.

INTRODUCTION
Microgrids (MGs) can bedefined as controlled clusters
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Figure 11 Negotiation framework for aggregation of microgrids

For the design of thisnanagement systerdjstributed
optimization algorithms based on tthgéal decomposition
theory have been exploited which have shown to be

of micro-generators, renewable sources, loads and particularly promising for this application. These
storage units which can be operated either in connected glgorithms involve a sort of internal negaidm, through

or in isolatetbperating modeThese are usually maged
by hierarchical control structures which aim to the best

the definition of internal prices, between the supervisor
and the single microgrids such thahe overall

resources management considering both forecasts and therequirementsare satisfied and the best management is

external grid price$l]-[2]. Neverthelessthe spread of
connectedMGsmay affect thenain gridsystem sincéhe
system operatar(e.g. INO or TSO)would remain the
only in charge of ensuring the proper network conditions
in a framework constituted by increasing amsuwhnhon
deterministic andidirectional power flowsand where

achieved; ina schematic of the interactions between the
agents is showed according to the proposed algarithm
The optimization problem here presented can be
collocated as part of the dapead market operation,
where theaggregatosupervisolagreesvith theMGsthe
overall power profildbased on the grid prices and system

these independent agents just care about their internal forecasts, and then it communicates its overall power

profit. A possible solution is to manage t&s internal
resources not only satisfy theénternalload demand but
also to provide ancillary services to the external grid.
MGs are clusters oflistributedgenerators and therefore
theycouldmodulate theiactivepower production based
also on the overall system requirements other than just
economiabjectivesA singleMG mayhave a very small
impact on the grid system since it is usuallyrebterized

by limited generatiorcapability, having also to safysits
internal loadsTo exploit the potential of MG® help the
overall grid systema possible solution could be to
coordinate groups of interconnected MGs as parts of a
unique electrical aggregator (eAG) such that they act as
a unique systemfor the ystem operator, reaching also
theright size to provideexternalancillary services to the
grid [3]. According to the authorsa centralized
managementof the MGs aggregationwould not be
feasible due to communication and computational issues,
as well asd the fact thaMGsunrealistically would allow

to have their devices externally controlled. A more
efficient solution is the one where eacMG
autonomously optimizes its resources, whikn
aggregator supervisor, without requiring sensitive
internal infomation about the singl®Gs (e.g. loads

profile to the system operator for the following day.

In this work, two main ancillary services are considered:
the primary frequency reseryecommonly called also
frequency containment resenandthe line congestion
managementThe former refers to the allocation of a
minimum amount of power reserve byetiwhole eAG

that will be autonomously used by the frequency primary
controllers, implemented at each generation unit, in case
of severe frequency deviations. Although other types of
power reserves could be provided, e.g. secondary and
tertiary, here just mary reserve is considered due the
limited capability production ofmicrogrids, as well
explained if3]. Specifically, two kinds of power reserve
will be considered: up reserve capacity and down reserve
capacity. They correspond to the power margins for
increasing and decreasing the output power with respect
to its setpoint to compensate external unbalances.
Regarding the congestion management service, the
aggregator supervisavill be in charge of coordinating
the MGs power outputs not to exceed the rimaxm line
power flows in order to avoid ov&urrent and over
voltage issues. Here, just active powers are considered
while the reactive power/voltage regulation is assumed to
be carried out by other control layelsis supposed that

consumption and generators characteristics), ensures thatdaily forecasts oftte energy price are available either

the community is globally providing the requested
services.
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from historical data or from the dahead market
negotiations; moreover as for existing ancillary services
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market, e.g. the Germamne the amount of provided
reserve is a paid service and it will be a gain for the
microgrids during their scheduling processes.
The paper is structured as followsirstly, the whole
optimization problem formulation is presented, both at
the MG and at theeAG level, and the distributed
optimizationalgorithm is described’hen, thenumerial
results of the implemented scheduling procesds be
presented considering a standard test benchmark.
Moreover,a comparison with the pure decentralized case
is given in order tcassesghe advantages of thdGs
cooperation. Finally, some conclusions drawn

MICROGRID PROBLEM FORMULATION

The overall microgrid aggregation can be modelled as a
discrete time system with sampling period of 15 minutes,
i,e T 1™ UQ This choice is since this is the
conventional time-rate used for energy prices and
weather forecasts. The scheduling process will be carried
out considering the whole day, i.e. with a time horizon of
0 w gsteps. For the sake of compactness, here
theactive powemicrogridmodel and local optimization
problemis notexplicitly described but a compact form is
provided(for a more detailed microgrid modelling please
refers to[1], [4]).
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The vector variablee includesthe internal microgrids
variables, e.ggenerators power spbints batteries state

of chargeswhile the variable® include all the internal
microgrids disturbances such as load demand and
renewable sources power producti®he vector variable

! T ¥h ¥ hincludes theMGs output variables:
the output actlve power,«=, the provided up active
power reserves ™, and the prowded down active power
reserve,« ¥8The constraint(2) comprehensithe MG
internal modding and generators capabilitiaghile the
constraint 4) expresses the output variables as a fanct

of the internal variables and disturband@sncerning the
cost function, it possible to see that two different
functions areintroduced which depend on thelG
internal and output variables, respectively. The former
"Qe hincludes theMG internal production costs and
resource management strategies, the Rifn h
comprehendthe gain/cost because of the external energy
trading and of the provided reserves. While the internal

CENTRALIZED PROBLEM FORMULATION

Initially, it is assumed that the aggregator supervisor can
centrally control all théiGs units, implying that it has a
complete knowledge of all thgenerator characteristics
and of all the loadlemandsof the aggregateAn eAG
network can be modelled asradial bidirectional graph
with nodes @ pfB £ and edgesO @ . An
eAG generallynay includeseverafyrid elementsuch as

¢  microgrids € noncontrollable loads and¢
individual renewable sourceplants indicated as
0 "Of8 i) "0 O B and Y 8 hY

respectively.In Table 1 the parametersoncerning the
overall eAG optimization problem are debed.

Tableli eAGparameters

Symbol | Description
1] Energy price [0/ kWh]
n"M°® | Up/downpowerr eserve hprice [0
[ Up/down minimum eAG active power reserve [kKW]
Q Output active power of a@AG norcontrollable load
node [kW]
0 Output active power of an eAG individual renewal
source plant [kW]
T Maximum  active power flow for line
(Lm)~ Okw]

Therefore the aggregator supervisor should solve the
following centralizedptimization problem
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production costs and management strategies can beThe cost functiorof the centralized problermmonsiders

arbitrarily defined, and they can be different for each
microgrid, the’Q & o function will be defined in the
next Section since it depends on the distributed
management of theAG. Having defined the local
microgrid optimization problem and model, now the
overall cetralized problem can be formulated. Please
notice that therequirements for thencillary service
provision has not been mentiorsafar, in fact,this duty

will regard the aggregat@upervisoisystem
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the microgrid internal production costs, the energy
trading with the main grid, which depends on &/&G
power balance, and the gain for the overall up and down
reserve capacityl hen, additional global constraints are
included consider theancillary services requirements.
The total up and down reserve power are imposed to
respect the predefined minimum amaufdr the whole
eAG. Regarding the congestions managemihet active
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power flow for each line hd N ‘O must be lower the
predefined maximum limi{the absolute value of the
power flow is constrained since bidirectional power
flows are allowed) The matrices 6 " ® " and

0" are properly defined such that theelect the
power outputs of the aggregate elements composing the
line ¢ active power flow.For the sake of clarity,
from now on the following variable is introduced to
define the active power flow in théfa N Oline:

- . R

g h m

0 of M,

As it is possible to noticeto solve the centralized
problemthe aggregator supervisor sholdidow all the
internal information about theMGs modelling,u ni t s
constraints, and productioncosts This is a great
drawbackconsidering privacy and computational issues
however, it can be solved through the proposed
distributed optimization algorithm

DISTRIBUTED OPTIMIZA TION

The distributed optimization framework relies on the fact
that microgrids are usually equipped with thecatled
Microgrid Central Controllers (MGCC). Therefore, the
optimization problem previously presented can be split
among this control units insteaflleing centrally solved

by the aggregator supervis@nce there are songtobal
constraints to respect, e.g. the total up/down reserve and
the maximum active power flows, a negotiation
procedure is needed until the convergence is reached.
The proposed lgorithm is based on thedual
decompositiorapproach5]. The Lagrangianfunction
must bedefined adding to the previously defined cost
function the global problem constrairfty-(6), properly

weighted through the variables
‘ DA i Oc
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internal pricesand they will be iteratively updated during
the distributed optimization algorithm untie global
constrains areespectedThe advantage alefining the
Lagrangian function is that it can beseparately
minimized by the MGCCsince the global constraints are
now terms to minimize Therefore, the following
algorithm can beow applied
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Distributed optimization algorithm
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It can be proved thaif the MGs cost functions and
constraints respect some mild assumptions (e.qg.
convexity), the proposed distributed algorithm achieves
the same optimal solution of the centralized case at
convergence. Therefore, through this distributed
optimization framework the aggregator supervisor
would be able tocoordinateits eAG providing te
required active power reserve and respecting all the line
power limits without knowing or directly controlling the
MG units.

NUMERICAL RESULTS

The proposed algorithm hagen testedonsidering the
IEEE 13bus system network, a lewoltage radial
distribution network.As showed irFigure2, it has been
supposed that thredGs, three loads and a nen
controllable generation source are predarfigure3(a)
(c)-(d), the load and renewable production frasts are
presented, while imable2 the characteristics of the MGs
dispatchable generation units are describedFigure

3(b), the dayahead energy prices are presented while the
reserve prices have been supposed to be constant as:
n" 1Q OrQaQ andn® ¢Q OFQa® Concerning

the ancillay services provision, it is requested a
minimum up and down reserve equal to 100 kW for the
whole aggregation, while the maximum active power
flow for each line is constrained to 500 kWhe proposed
distributed algorithm is compared with a decentralized
management, where the ancillary services requests are

split among the MGSAs it can be noted iRigure4, the
distributed algorithm converges to thanse level of
optimality of the centralized case in around 40 iterations.
Therefore, without the necessity of knowing all the
internal MGs information, thaggregator supervisean
manage it®AG both economically and for the ancillary
services provisionahieving the same performances of
the centralized case. Another important aspect concerns
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the fact thatthis frameworkis also beneficial from an

economic perspectiveFigure 5(a) shows that the

decentralized cost function value is always greater with

respect to the distributed case at each time Jieig.is

related to the fact that the cooperation leads also to a more

efficient management of the system global constraints, as

shown inFigure5(c)-(d). Indeed, it is possible, in certain

periods, to push the ancillary services provision to the

constraints limits, eventually resulting ina higher amount Figure 4_‘|' Total cost_function over the itelrati_ons of the distributed
of output power exported by tleAG to the main grid as algorithm: centralized (dashed) and distributed case (solid).
reported irFigure5(b). This can be not achievable if each

MG agent just cares about its intermabfit without

involving any cooperation mechanism with the

neighboring units.

(a) (b)

(© (d)
Figure 5i (a) Cost function over the time horizon, (b) eAG power
output, (c) eAG up power reserve, (d) line7 2power flow:

Figure2i eAG network (IEEE 13 bus system) decentralized (dotted) and distributed case (solid).

CONCLUSIONS

It has been shown a framework to manage aggregation of
MGs leading to several benefits both for the external
provision of ancillary services and for a better resources
management from the economic perspective. The
proposed distributed optimization algorithm, based on

@) (b) the duality theory guarantees internal infoation
privacy and computational scalability, involving a proper
negotiation mechanism between the agenihe
numerical results showed the effectiveness of the
proposed approach.
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